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Machine teaching is an emerging field that has recently attracted the general
attention in AI [7]. Briefly, machine teaching can be considered as an inverse
problem to machine learning. Concretely, the goal of machine teaching is to find
the smallest (optimal) training set that –using a learning algorithm– produces
a target model. Machine teaching has been applied in many different fields. For
instance, in education the “learner” can be a human student, and the teacher
has a target model (i.e. the educational goal). If we assume a cognitive learning
model of the student, machine teaching can be employed to reverse-engineer
the optimal training data. In other words, we obtain the data that is going to
optimise the learning process for that student, like a personalised lesson.

However, most results in the machine teaching literature only apply to con-
cept languages with examples that do not have structure. When confronted with
richer languages, we find that we may teach a concept with a single example,
but this example might be arbitrarily large. Looking for a more intuitive way
of assessing the theoretical feasibility of teaching concepts for structured lan-
guages, in [5] we introduced the teaching size and obtained results for universal
languages (e.g., Turing machine or natural language). We included an experi-
mental validation of our method for teaching a universal language: the universal
language P3, a simple language for string manipulation. When coupled with a
strong bias for simplicity, we found the remarkable result that, in many cases,
teaching a concept with examples led to shorter descriptions than giving the
shortest rule-based or program-base transcription of the logic of the decision.
For the first time, we showed both theoretically and empirically that teaching
with examples is often more efficient than giving the concept itself.

In this work we propose to explore the use of machine teaching for providing
explanations of AI models. Decades of converting black boxes into white boxes
have not solved the problem of extracting comprehensible explanations to justify
the decisions made by a model. Either these models oversimplify the problem or
they are not assimilated by humans, or both. This is not only because the tech-
niques in explainable AI ignore the psychology of the recipient (the explananti)
but also because they ignore the way in which concepts can be easily transmitted
from one language of representation to another. Machine teaching techniques can
be employed to extract significant instances from AI systems and ML models
that can be used to (1) give humans a better understanding of the behaviour
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of complex AI systems, and (2) provide reassurance that the learner has really
identified the right concept, and not confused by an incorrect one, forced by the
strong bias on explanation simplicity.

Let us consider the well-known Monks1 problem [6]. This a simple binary
problem with six categorical features, although here we consider a simplified
problem with only the three relevant features: V 1, V 2, V 3 with (3, 3, 4) distinct
values respectively. The class is positive (2) when V 1 = V 2 ∨ V 3 = 1, otherwise
it is negative (1). This dataset has been widely used to show the limitations of
machine learning methods that can not capture relations between features.

Consider we train a MLP network with the Monks1 dataset. If we see this
model as a black-box, a popular approach to explain it is to build a compre-
hensible model (e.g. a decision tree) from a surrogate dataset labelled using the
black box model [3]. Figure 1 includes an unpruned J48 decision tree [4] of twelve
leaves built from a surrogate dataset.

Fig. 1. An unpruned J48 tree extracted from a MLP model of the Monks1 problem.

As we illustrated in [5] using a universal language, in some cases it is more ef-
fective to transmit a set of key instances instead of sending the model. Do we
find the same situations when explaining concepts to humans? Do humans un-
derstand the Monks1 concept better with the model of Figure 1, or is it more
effective just teaching the concept by using a few set of insightful examples?
In the Monks1 case, the concept contains a relational pattern and illustrative
examples can be more useful to humans to gain knowledge about the behaviour
of model. For instance, the example of Table 1 could give humans a more com-
prehensible snapshot of the model’s behaviour.

V1 V2 V3 Class V1 V2 V3 Class
1 1 2 2 1 2 1 2
2 2 3 2 1 2 3 1
1 2 2 1

Table 1. Illustrative examples of the Monks1 problem

Let us compare the transmission cost of this theory with respect the estimated
witness set of the problem. Consider a non-binary decision tree with nf attributes
and nc classes, where each attribute i has nf(i) distinct values. For each node
we need a bit to indicate if it is a leaf or a branch. In the case of a branch we
need to send the attribute of the split log2(nf ) bits. In the case of a leaf, we need
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to send only the class. We set an order between receiver and sender in the tree
traverse and also in the nf(i) distinct values of all the attributes. Considering
this coding, we need 1 + log2(3) for the five branch nodes and 1 + log2(2) for
the twelve leaf nodes. Thus, the decision tree can be sent with 36.92 bits. In the
case of the witness set, we have five examples, and we need log2(3) + log2(3) +
log2(4) + log2(2) = 6.17 for each example, then 30.84 in total. Again, in this
scenario, teaching a concept with examples led to a shorter description than
giving the rule-based logic of the concept itself.

Machine teaching can be used to find the smallest set of examples from which
a learning system (in this case humans) can induce the concept. For that reason
we need to model the learning bias of humans, which is very different from the
bias of machine learning approaches. For instance, humans are specially good at
capturing relational concepts or considering negation.

We propose to explore different machine teaching techniques in order to,
given a target concept, extract different versions of witness sets. An experimental
evaluation using human understanding of the proposed witness sets could be
useful to discover which machine teaching methods are the most appropriate to
be used as an instance-base teacher for explaining concepts to humans.

An alternative to be considered in the framework is an interactive scenario
between learner and teacher, as in [2]. In this work, the authors propose an active
teacher model that can query the learner for knowing the learner’s status. The
use of this knowledge allows the teacher to guide better the learner.

There are a few works that combine explanation and machine teaching al-
ready. In [1] the authors show that by leveraging explanations, teaching can
be significantly accelerated. The authors propose the NOTES algorithm. The
method is based on a formalism of the teaching problem as a two-stage decision-
making process: the learner’s attention model and her decision model.
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